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ABSTRACT:
Credibility is a crucial social factor that influences people’s perception and decision-making. This study explores the

acoustic attributes that define credible speech compared to neutral and ironic speech. A custom-built German corpus

was developed, containing speech samples recorded from amateurs to enhance ecological validity. The study extracted

a broad set of audio features from these samples, employing recursive feature elimination to identify the most influen-

tial attributes. These were then analyzed using a machine-learning-supported multinomial logistic regression model.

The results indicated significant differences in the acoustic features associated with credible speech compared to neutral

and ironic speech. Key findings include the role of a higher energy level (1st mel-frequency cepstral coefficient) in

credible compared to neutral and ironic speech and a higher speaking rate in both credible and ironic compared to neu-

tral speech. Also, irony is characterized by more high-frequency content (mean spectral centroid) compared to credible

or neutral speech. Gender differences in spoken irony involve a greater influence of speaking rate in women’s speech,

while high pitch plays a more significant role in men’s speech. This research thus contributes to the understanding of

how credibility is conveyed through speech and offers insights for applications in communication, media, and artificial

intelligence. The study also highlights the methodological advancements made by incorporating a diverse range of

acoustic features and employing a robust machine-learning framework.
VC 2025 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons
Attribution (CC BY) license (https://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1121/10.0036646

(Received 16 August 2024; revised 20 April 2025; accepted 22 April 2025; published online 16 May 2025)
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I. INTRODUCTION

Effective communication relies on the perception of

credibility, an important semantic dimension that influences

the way we interpret and respond to information (Hovland

and Weiss, 1951). The concept of credibility generally refers

to the extent to which a message as well as its source is per-

ceived as trustworthy and reliable by its recipients (Hovland

et al., 1953). It plays a significant role in various domains

such as politics (von Hohenberg and Guess, 2023), media

(Metzger et al., 2003), and education (da Rosa and Otero,

2018) as it influences people’s decision-making process.

This study therefore examines the acoustic attributes that

distinguish credible speech from neutral and ironic speech

of male and female speakers.

Most contemporary studies of credibility examine

dimensions of source, message, and media credibility

(Metzger et al., 2003). Source credibility refers to the evalu-

ations made by a perceiver about how believable the com-

municator is. Message credibility focuses on how the

characteristics of the message influence perceptions of its

believability, whether regarding the source or the message

itself; in this respect, there are overlaps in source and mes-

sage credibility. Media credibility refers to the trustworthi-

ness and reliability of the medium or platform through

which the information is delivered (e.g., newspapers, TV

channels, social media).

Research concerning message and media credibility

witnessed a resurgence in popularity in recent years, due to

recurring discussions in the cultural mainstream concerning

social media and the veracity of news online, which war-

ranted the adaptation and modification of known concepts

and scales to the heavily changing cultural communication

landscape (Appelman and Sundar, 2016; Chung et al., 2012;

Metzger et al., 2003).

Yet, how can one tell if a speaker is credible or not?

Both vocal and non-vocal properties of a speaker have been

found to influence the perception of credibility. Studies have

suggested positive effects of prolonged eye contact (Beebe,

1974), appropriate clothing (O’Neal and Lapitsky, 1991), or

general non-vocal behavior and movement (Burgoon et al.,
1990). Compared to non-verbal cues, vocal cues have been

suggested to already contain a great deal of information to

discern the credibility of a speaker. Bond and DePaulo

(2006) conducted a large scale meta-analysis of research on

the accuracy of deception judgments, synthesizing results

from 206 documents and 24 483 judges. They revealed that
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the accuracy of identifying deception is significantly higher

when relying solely on audio recordings compared to video-

only recordings. The current study, consequently, centers on

vocal indicators of credibility.

Given that the characterization of credibility remains an

open question, not surprisingly, studies that investigate the

vocal properties of credibility have used a range of related

terminologies, such as trust(worthiness) (Belin et al., 2017;

Chen et al., 2020; De Meo, 2012; De Meo et al., 2011),

truthfulness (Chen et al., 2020; Kirchh€ubel and Howard,

2013; Syed et al., 2019), and certainty and honesty (Goupil

et al., 2021). Furthermore, to better examine the acoustic

correlates of credibility, researchers would select a baseline

“control” condition and a contrasting dimension, such as

deception, especially when comparing to trust (Kirchh€ubel

and Howard, 2013; Patel et al., 2023).

Instead of deception, however, the current study

selected irony being an appropriate contrasting dimension.

An ironic message is a deliberately false statement that

includes counterattitudinal (a facetious display of an atti-

tude) information with the intention for the recipient to rec-

ognize its falsehood (Averbeck, 2010; Averbeck and

Hample, 2008; Kreuz and Link, 2002). While both ironic

and deceptive messages contain the element of falsehood,

the intention to be detected by the listener is deliberate in

ironic messages. Therefore, one could expect irony to pro-

vide a starker contrast to credibility than deception does.

How exactly does irony connect with credibility?

Averbeck (2010) discussed the relationship between irony

and credibility under the framework of language expectancy

theory, which addresses expectations of language patterns,

particularly examining how various aspects of a message

can conform to or deviate from expectations concerning

appropriate communication (Burgoon, 1995).

Meeting or exceeding expectations is favorable for the

source, leading to higher ratings of persuasiveness and cred-

ibility of the source (Burgoon, 1995); conversely, a negative

violation of expectations would result in lower ratings of

persuasiveness and source credibility (Hamilton et al.,
1990). A high-credibility source is expected to satisfy

expectations, while this is not expected for a low-credibility

source. Ironic messages are intentionally counterattitudinal,

and they attempt to maintain and not change an attitude and

its corresponding behavioral intentions. According to lan-

guage expectancy theory, when someone communicates a

message that contradicts their actual attitude, the perceiver

is inclined to align with the intended outcome of the mes-

sage. However, the sender typically does not want the recip-

ient to take the ironic statement literally (Sperber and

Wilson, 1981).

What are the specific acoustic cues of credibility and

similar and contrasting dimensions? One of the few studies

that focused on the credibility of speech in German was by

Schr€oder et al. (2017). They examined a set of acoustic cues

and their influence on the credibility of speech in German

using an analysis-by-synthesis approach. Synthetic utteran-

ces with manipulated acoustic cues were judged by

participants in terms of credibility. They found that an

increase in breathiness or an insertion of a tremolo (trem-

bling of the voice) increases credibility, while an insertion

of a pause or a raise in pitch decreases it. In other languages

and related semantic dimensions, additional acoustic cues

have been found to correlate with credibility, such as inten-

sity, pitch variance, and speaking rate (e.g., Belin et al.,
2017, Chen et al., 2020, De Meo, 2012, Hartwig and Bond,

2011, Zuckerman et al., 1981).

In irony, prominent features of its acoustical signature

were shown to be higher pitch levels or a wider pitch range

(Bryant and Tree, 2002; Gonz�alez Fuente et al., 2016;

Scharrer and Christmann, 2011), a reduction in speech rate

(Bryant, 2010), or a prolonged vowel and syllable duration

(Adachi, 1996; Anolli et al., 2000; Gonz�alez Fuente et al.,
2016; Laval and Bert-Erboul, 2005; Scharrer and

Christmann, 2011), as well as unusual or exaggerated stress

on particular words (Kochetkova et al., 2021). Contrasting

research by Rockwell (2000) and Leykum (2021), however,

has observed ironic speech to also be associated with lower

pitch. This example illustrates that the findings about the

acoustics of credibility and irony are mixed and sometimes

contradictory, which motivates the present study using

novel, more robust statistical methods.

Also, regarding speaker gender, an inconsistent effect

on credibility was observed. Some studies have been

reported that the gender of the speaker does not play a

strong role in credibility and trust. De Meo (2012) examined

the segmental and suprasegmental acoustic details of native

and non-native speech in Italian and found that gender did

not affect credibility judgements. Syed et al. (2019) created

and examined a gender-balanced database of speech sam-

ples representing individuals with low and high public trust

and found that, for most acoustic features, the degree of pub-

lic trust of a speaker did not differ by their gender with

respect to prosody and voice quality. The few features that

did show a gender difference were those that define the

lower-frequency end of the speech spectra; concretely, indi-

viduals who have a perceptually deeper voice tend to have a

higher trustworthiness. Chen et al. (2020), however, have

revealed a gender effect, with female English speakers being

trusted more than male speakers.

In contrast to the aforementioned studies that examine

traditional acoustic parameters, only a handful of studies

have examined acoustic feature sets such as eGeMAPS

(extended Geneva Minimalistic Acoustic Parameter Set)

(Eyben et al., 2016), which are often used as standard fea-

tures in speech classification tasks. Specifically, mel-

frequency cepstral coefficients (MFCCs), a common feature

type in acoustic feature sets, were underexamined. MFCCs

are widely used in natural language processing models con-

cerning spoken speech, such as speech recognition (phone/

word) and speaker recognition. They are derived through a

series of transformations that include taking the logarithm of

the power spectrum and applying a discrete cosine transform

(Lerch, 2012). This process results in coefficients that are

not directly related to intuitive physical properties of the
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sound; however, they can be generally interpreted as a com-

pact representation of the spectral content as perceived by

the human ear (Lerch, 2012).

Syed et al. (2019) examined the eGeMAPS feature sets,

which include MFCCs of speech samples representing indi-

viduals with low and high public trust. Santos et al. (2016)

focused on whether MFCCs can be used as part of a

domain-agnostic approach for opinion prediction and found

that MFCCs were important indicators for predicting persua-

siveness (which presumably relates to credibility) in debates

(Brilman and Scherer, 2015). Given how widely used

MFCCs are in voice classification tasks, a likely reason why

MFCCs are not often examined is their aforementioned

complex representation of the frequency spectrum and thus

their poorer interpretability. A recent study by Tracey et al.
(2023) has begun to reconcile this shortcoming by correlat-

ing MFCCs with more interpretable speech biomarkers,

such as the high-to-low frequency energy ratio in the case of

MFCC 2.

Beyond the choice of acoustic features, studies that

examined MFCCs employed the usual approach in speech

emotion recognition, which is different from traditional pho-

netic studies. Traditional phonetic studies typically focus on

examining the effect of a small set of acoustic features sta-

tistically using analysis of variance (ANOVA) or regres-

sions, while more recent approaches have begun to examine

a large set of acoustic features using machine learning

(Sonderegger and Soskuthy, 2024; Tavakoli et al., 2025;

Tomaschek et al., 2018). In speech emotion recognition

studies, usually, a set of standard descriptive audio features

is extracted from a database of audio files first. The feature

extraction is most commonly performed using tools such as

PRAAT, OPENSMILE (Eyben et al., 2010), or LIBROSA, which are

used to extract the most prominent prosodic and spectral

descriptors, like MFCCs, speaking rate, pitch contours, and

other notable spectral components. Features are reduced and

selected using statistical procedures, such as principal com-

ponent analysis (PCA) or recursive feature elimination,

which aim to find the most influential features as a means of

simplifying the data. The resulting features are then ana-

lyzed using statistical modeling, such as multinomial logis-

tic regressions, or other, more complex, models, such as

support vector machines, to define the exact influence and

relation of the features to the respective emotional classes.

Studies following this approach have achieved average clas-

sification accuracies of around 80% (El Ayadi et al., 2011;

Semwal et al., 2017). Apart from emotions, these techniques

have also been successfully used to classify more abstract

semantic dimensions, such as intent (Gu et al., 2017), sin-

cerity, or deception (Schuller et al., 2016); however, no

such efforts have been made in the field of credibility

research so far.

In the current study, we bring together these empirical

and methodological concerns to ask two questions regarding

the vocal cues of credibility. First, what are the acoustic

characteristics of credible speech (RQ1) and ironic speech

(RQ2) compared to neutral speech (RQ3)?1 Second, do

speakers of different genders differ in their vocal cues in

credible and ironic speech compared to neutral speech? The

current study also fills a methodological gap. We approach

the investigation of these questions differently from those

that examine traditional acoustic parameters in two ways.

First, we include a broader set of features, including

MFCCs. Second, we employ a non-linear machine learning

method to select relevant features for better interpretability

and to increase the power to predict unseen data. This

improves the generalization of our findings by optimizing

the trade-off between the accuracy of predictions and the

number of features in the model. Speech is inherently multi-

dimensional and can vary across time (e.g., formant trajecto-

ries), as evidenced by acoustic feature sets such as the

ComParE feature set (Schuller et al., 2013), which consists

of 6373 static acoustic features. When faced with such high

dimensionality, traditional statistical methods, such as

ANOVA and regression, suffer from the issue of collinearity

(Tomaschek et al., 2018), which is when predictor variables

in a model are highly correlated, estimates of features may

become unstable, leading to the wrong conclusions. One

way of addressing collinearity is to employ machine learn-

ing techniques. We build on recent phonetic studies that

have adopted this approach, such as Howell et al. (2017)

and Villarreal et al. (2020), which extract hundreds of

acoustic measurements and analyze them using feature

selection algorithms and machine learning models, includ-

ing random forest and support vector machines. This

approach guards against the challenges caused by the so-

called “researcher degrees of freedom” in phonetics

(Roettger, 2019) as to what acoustic parameters to extract

and how and intentionally or unintentionally hunting for sig-

nificant p values. It therefore reduces the chance of research-

ers overlooking potentially important acoustic features and

of misattributing the effects under investigation to other

acoustic features. Furthermore, unlike traditional statistical

methods, the use of machine learning approaches typically

necessitates the validation and stabilization of model per-

formances. This reduces the risk of overfitting the model to

a specific dataset and increases the generalizability of the

findings. We follow the standard methodology found in

speech emotion recognition and aim to strike a balance

between model accuracy and interpretability (e.g., Nfissi

et al., 2024). We created a corpus of elicited credible, ironic,

and neutral speech and carried out an analysis with a feature

set that is broad enough to ensure a decent classification

accuracy while also choosing features that are understand-

able and interpretable in an attempt to approach a better

understanding of the “sound of credibility.”

II. METHOD

A. Speech corpus and participants

Standard German, also known as Hochsprache,

Schriftsprache, and Standardsprache, is the target language

of the current study. Standard German is an official lan-

guage in Germany, Austria, Switzerland, Luxembourg, and
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Liechtenstein, spoken by approximately 95� 106 speakers

(Gordon, 2005). This variety of German is the supraregional

variety codified in grammars, such as the Duden Grammar

(Duden Editorial Team, 2005), and it serves as the “official”

form of the language. Written German usually adheres to

the spelling and grammatical standards established for this

particular variety (Fagan, 2009a,b). Many existing speech

corpora elicit deceptive speech in a laboratory setting. Some

studies, such as Hirschberg et al. (2005) and Kirchh€ubel and

Howard (2013), follow an interview scheme, where partici-

pants are asked to lie in parts of an interview, while other

studies, such as Huang et al. (2019), Levitan et al. (2015),

Schuller et al. (2016), and Zhang et al. (2022), make use of

interactive games. Please see De Luca et al. (2024) for a dis-

cussion of recent deception experiments and corpora. These

existing corpora are limited in their language of choice,

namely only English and Mandarin Chinese. These corpora

were not suitable for this study, since they do not cover the

German language and they do not examine irony. As the

acoustic speech analysis of the chosen semantic dimensions

required a highly specific collection of recordings that was

not covered by existing corpora or archival recordings, a

custom corpus had to be created.

Previous corpora in the field of speech emotion recogni-

tion, such as the Berlin Database of Emotional Speech

(Burkhardt et al., 2005), have used professional actors to

perform the respective emotional dimensions. While this is

a popular approach, it is often criticized for the fact that it

can lead to inauthentic, exaggerated representations of the

desired contexts (Iriondo et al., 2007). We therefore

recruited amateurs for the recordings of the corpus instead,

to ensure a variety of everyday-life-like voices leading to

more ecologically valid results. Regarding the paradigm of

the experiment, we decided not to use interviews or social

games as previous speech corpora on deception had done.

Rather, we opted to use a reading task following Schr€oder

et al. (2017). We acknowledge that, while this approach

establishes more control, it does not fully capture truly natu-

ral speech. It remains a challenge to elicit speech naturally

in a laboratory setting for semantic dimensions such as

deception; please see Enos (2009) for a list of criteria.

B. Material

Existing corpora often use either pseudo-linguistic

utterances (e.g., Banse and Scherer, 1996) or random neutral

sentences (e.g., Burkhardt et al., 2005) for their recordings,

having the actors record the same phrases in all emotional

dimensions. Both are popular approaches that ensure maxi-

mum acoustic comparability by completely separating the

prosodic from the lexical content. However, authentically

acting out a specific semantic dimension while only using

completely unrelated, random, or even ungrammatical

phrases is a rather complex and abstract task that would pre-

sumably be even more challenging for non-actors.

Therefore, a meaning-guided elicitation method was applied

as it has successfully been employed in previous studies

featuring amateur-based speech corpora (e.g., Niebuhr,

2010). In this method, the desired semantic dimensions are

elicited from speakers by having them recite specifically

designed passages, representing familiar situations in which

one would commonly speak in the desired tone.

Other scenarios, such as being a news reporter

(De Meo, 2012) or being accused of committing a crime

(Kirchh€ubel and Howard, 2013), often require specialized

knowledge or training to perform convincingly, such as act-

ing skills. To avoid introducing variability stemming from

participants’ acting abilities, we intentionally opted for a

scenario that would be universally relatable and familiar to

laypersons and a setting in which one would commonly

want to come across as highly credible: the job interview.

Furthermore, the job interview scenario enables a practical

application of our research. Credibility in job interviews is a

socially relevant topic, and insights from this study may

contribute to a better understanding of how speech features

influence perceived trustworthiness and professionalism in

such high-stakes settings. Finally, existing experimental

paradigms such as using a social game have not been tested

to elicit more than one dimension, while the job interview

scenario allows us to elicit both credible and ironic speech

by means of changing the script. Therefore, for the credi-
bility condition and the irony condition, two mono-

logues from a job interview situation were chosen.

To be able to compare the acoustical features of the

credibility condition, a neutral condition was

established as well as one irony condition that can be

considered the opposite of credibility, or at least pro-

vide a stark contrast. For the neutral passage, a specifi-

cally created German translation of the “Rainbow Passage”

(Fairbanks, 1960) was chosen: a short public domain pas-

sage that is commonly used in a wide range of linguistic

and speech assessment contexts as a standardized stimulus

due to its neutral tone and its quality of being approxi-

mately phonetically balanced, meaning that it contains an

accurate representation of all the phonemes of the English

language. The irony passage used the same job interview

monologue from the credibility condition, re-phrased

in a more exaggerated, ironic, presumptuous tone, expect-

ing the obvious contrast to the other version and the choice

of phrasing to successfully elicit the right speaking tone.2

As writing accurately phonetically balanced passages is a

challenging and highly specified linguistic task, the large

language model “ChatGPT” (OpenAI, 2023) was used to

write all the monologues and to translate the “Rainbow

Passage” in a way that maintains its phonetic balance.3 The

resulting � 300-word passages were then converted to a

phonetic transcription using the “G2P” tool off the BAS

web service package (Reichel, 2012, 2014) to check

whether phonetic balance was actually achieved. The indi-

vidual phone percentages of the resulting transcriptions

were calculated, which were then compared to the phone

statistics [the BAStat resource; see Schiel (2010)] based on

a large variety of German conversational speech corpora.

Using this as a reference, parts of the individual passages

J. Acoust. Soc. Am. 157 (5), May 2025 Steffens et al. 3783

https://doi.org/10.1121/10.0036646

 24 M
ay 2025 19:29:09

https://doi.org/10.1121/10.0036646


were manually rewritten to further refine the general pho-

neme balance as well as the balance among the passages.4

1. Validation of material

To validate the meaning-guided elicitation method

applied in our study, to test whether speakers intend to speak

the respective texts in the intended credible or ironic man-

ner, and to check for potential cross-correlations to other

related semantic dimensions, we conducted an online exper-

iment with N¼ 28 Standard German-speaking participants

(39.3% female, 60.7% male, mean age 47.4 years) recruited

via the platform clickworker.com. According to our sample

requirement, only native speakers aged 18–80 years from

Germany, Austria, and Switzerland were admitted to the

study.

In the course of the experiment, participants rated the

two texts (presented in random order) using the following

instruction: “Please read the text above first. Then imagine

that you have to speak this text yourself. How would you do

this?” The list of adjectives was derived from the General

Music Branding Inventory (Lepa et al., 2020), a self-

developed and validated inventory to measure the semantic

expression in musical and acoustical stimuli, and included

the following adjectives: relaxed, happy, authentic, ironic,

sarcastic, serious, credible, anxious, honest, joyful, dreamy,

annoyed, friendly, stressed, bored, curious, dominant, pas-

sionate, surprised, intelligent, reliable, and likeable. The

used scale was binary and included only a Yes and No

option.

Results indicate that the credible text was rated as such,

with an agreement of 89.3%. However, also other semantic

properties achieved high agreement: for example: serious,

92.9%; honest, 89.3%; friendly, 85.7%; reliable, 82.1%;

likeable, 82.1%. In contrast, only 3.6% of the participants

reported that they would speak the credible text in an ironic

manner. Results further confirmed that also the ironic text

was rated as intended, with an agreement of 71.4%. Here,

also other semantic attributes were elicited: for instance,

joyful, 71.4%; happy, 64.3%; friendly, 60.7%.

The descriptive results already indicate that certain

semantic properties might be inherently correlated in the

specific context of a job interview. To further test this

assumption, we conducted a Varimax-rotated PCA to

explore the semantic dimensions underlying the presented

adjectives. A scree plot hinted to a well-interpretable three-

factor solution, whereby the first factor can be interpreted as

credibility, with credible loading highest on this factor.

Moreover, factor 2, including the highest loading of joyful

and happy, might be interpreted as emotional valence, the

first dimension of the Circumplex model by Russell (1980).

Finally, factor 3, including “annoyed,” “surprised,” and

(negative) dreaminess, might be associated with emotional

arousal, the second dimension of the Circumplex model.

To validate whether listeners perceive the recordings

obtained in the current study to reflect credible versus ironic

speech, we conducted an online experiment in which 183

listeners (mean age 44.6 years, 78 female, 105 male), each

rated 20 short utterances. Those utterances stem from a pool

of 520 utterances produced by the 65 speakers (i.e., 4 credi-

ble and 4 ironic utterances per speaker) from the current

production study. Participants rated audio excerpts on a 1–6

scale for the adjectives ironic and credible. As expected, the

finding suggests that raters assign a higher credible rating

for the credible speech than the ironic speech and a lower

ironic rating for the credible speech than the ironic speech.

The full data analyses of these two validation experiments

are available in the OSF repository at http://doi.org/

10.17605/OSF.IO/MTCUH.

C. Recordings and data collection

The recordings were conducted at a recording studio at

the Institute of Sound and Vibration Engineering at

Hochschule D€usseldorf. Speakers were recruited through

word of mouth and mailing lists. A small set of additional

recordings was conducted in the private homes of an

author’s friends and family members, all in all adding up to

65 participants (36.9% female, 61.5% male, 1.5% diverse),

primarily consisting of students with a mean age of

27.2 years [standard deviation (SD)¼ 8.2 years]. The partic-

ipants self-identified as speakers of Standard German.

Thirteen participants (20%) reported on acting experience

(whereas 80% did not), in particular related to school or

amateur theatre groups. Furthermore, 14 participants

(21.5%) reported speech impediments, primarily referring to

stuttering and sigmatism during childhood. These impedi-

ments, however, were self-reported to not have any implica-

tions for their speech in the present. Based on this and on

listening to the acoustic recordings, we refrained from

excluding participants from the analysis.

The studio recordings were conducted using a t.bone

(Burgebrach, Germany) condenser microphone, while the

home recordings were done with a mobile setup using a

Røde (Sydney, Australia) NT1-A condenser microphone,

both ensuring a decently clean recording quality.5

D. Procedure

Participants were first given a quick briefing, informing

them that they were about to be asked to read aloud three

different short passages. They were told that the first one

would serve as a calibration for the study and should just be

read freely without too much thought (neutral passage).

Participants were informed that, for the other passages, they

would be asked to make themselves familiar with their con-

tent and their intention first by reading them silently and

then, once they felt ready, to recite them in a manner that

they would deem accurate for the situation displayed. They

were also told that before the recording of each new pas-

sage, they would get a short, more detailed introduction of

the respective situation. Participants were told that in case

they misread a word or sentence, they should repeat the

whole sentence in its entirety.

3784 J. Acoust. Soc. Am. 157 (5), May 2025 Steffens et al.

https://doi.org/10.1121/10.0036646

 24 M
ay 2025 19:29:09

http://doi.org/10.17605/OSF.IO/MTCUH
http://doi.org/10.17605/OSF.IO/MTCUH
https://doi.org/10.1121/10.0036646


For the credibility passage, they were told that the

situation should be imagined as a real job interview and that

they would be a serious, ambitious candidate who wanted to

appear professional to get the job. For the irony passage,

they were told that the situation is still a job interview, but

they are now a candidate who is not exactly serious about

the situation, does not care much, and is more unprofes-

sional. In all cases, they were also told that the passages

were already written in a tone that should guide them and to

recite the monologues in ways that felt natural to them in

the provided contexts and tones. The neutral passage was

always presented first, and the other two passages were pre-

sented in random order. After the recordings were finished,

participants filled out a questionnaire concerning their

demographic data, potential influences like recording and

acting experience, speech impediments, and the Big Five

Inventory (BFI-10) personality assessment (John et al.,
1991; Rammstedt et al., 2014) (not the focus of this study).

E. Data processing and analysis

The speech samples were manually trimmed to remove

silence at the beginnings and ends of the recording sessions,

whereas natural speaking pauses were kept, and if repeti-

tions were found, keeping only the last instance without

speech errors or disfluencies. The recordings were processed

by a slight denoising filter removing ambient and preamp

noise as well as by some individual cleanup by removing

particularly loud vocal pops or other unwanted noises using

the audio cleanup tool iZotope RX 10 (iZotope, Inc., 2024)

and rendered as normalized 44.1 kHz/16 bit PCM files.

Finally, recordings were divided into 5-s-long chunks to

increase statistical power. This is a common segmentation

approach in speech classification tasks, such as stuttering

event detection (e.g., Bayerl et al., 2022 and Lea et al.,
2021) and speech emotion recognition (e.g., Kim and

Provost, 2016 and Zhang et al., 2020), where speech is mod-

eled at a fixed length chunk level by dividing the original

signal of arbitrary length into short segments with a prede-

fined size. For an overview of more advanced segmentation

approaches, see Lin and Busso (2023) and Barrett et al.
(2024). As one central goal of this work was to analyze and

interpret which acoustical features would be associated with

the different semantic dimensions, a custom feature set tai-

lored to the specific needs of this study was extracted using

a combination of algorithms from the “LibROSA” PYTHON

library v.0.10.2 (McFee et al., 2023) as well as custom

PYTHON scripts. The chosen features were partly some of the

most commonly used ones for audio classification tasks like

mel frequency cepstral coefficients (MFCCs), spectral cen-

troid, or zero crossing rate, while others were more specifi-

cally tailored to the corpus based on expectations and initial

observations made during the recording process, like pitch

variance and speaking rate. The final feature set consisted of

four main categories (pitch, MFCC, spectral, speed/percus-

sive), containing a total of 28 main features (see Table I).

Where applicable, feature values were aggregated using

their minimum (min), maximum (max), SD, and mean val-

ues, adding up to a final total of 106 individual feature varia-

bles in the dataset. Also, all resulting feature variables were

z-standardized across speakers and conditions. Thus, the

final dataset contained 3441 observations over 106 feature

variables for the three semantic categories and used for all

further analyses. From this dataset, gender-split sub-datasets

were derived, with 2173 observations in the male set and

1,328 observations in the female set.6

III. RESULTS

A. Feature reduction

First, a feature reduction method was applied to the

total dataset to determine the smallest amount of relevant

features that still provide a decent classification accuracy.

To that end, a recursive feature elimination (RFE) algorithm

from the “caret” package (Kuhn, 2008) in R (R Core Team,

2023) was used. The algorithm recursively eliminates fea-

tures of a given feature set and target, based on a cross-

validated statistical model: in our case, a random forest

model. We chose a fivefold cross-validation with ten repeti-

tions as parameters for the RFE. The RFE resulted in an

optimal total of 85 features for the general dataset, which

reported an accuracy of 68.6%.

Additionally, we used a knee-point detection algorithm

(Satopaa et al., 2011) to find the best trade-off between clas-

sification accuracy and amount of features in the RFE results

for the general dataset. We selected a sensitivity value of 2

as parameter for the knee-point detection algorithm, which

leads to a more conservative approach with detection that

tends towards higher classification accuracy. The knee-point

within the RFE results included 25 features and obtained a

classification accuracy of 65.6%, features that were thus

identified as most appropriate for the classification task.

B. Model selection

For statistical modeling and further evaluation of fea-

ture importance, a multinomial logistic regression from the

NNET package (Venables and Ripley, 2002) in R (R Core

Team, 2023) was used for each of the three datasets with the

reduced set of input variables, resulting in three statistical

models. Each of the three models combines multiple logistic

regressions to determine the influence of the input variables

on the output classes. The multiple output classes are

TABLE I. Acoustic features extracted from the recorded speech corpus.

Category Features

Pitch f0 min, max, variance, mean

MFCC MFCC 1-13 min, max, SD, mean

Spectral

Zero crossing rate, spectral centroid, spectral

flatness, spectral roll-off, spectral

bandwidth, spectral contrast (in 6 bands) min,

max, SD, mean

Speed/percussive Speaking rate, onset rate, onset strength, min,

max, SD, mean
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examined in their relation to a common reference class, in

this case relating the credibility class and the irony
class to the neutral reference class. The multinomial

logistic regression models were assessed by examining the

performances in terms of goodness-of-fit, predictive ability,

stability and generality. The in-sample McFadden’s pseudo-

R2 (McFadden, 1973) was calculated as the measurement

for goodness-of-fit, with values of 0.2–0.4 representing a

good fit, unlike standard R2. A repeated fivefold cross-

validation with 20 repetitions was conducted for all the

models to evaluate the predictive abilities and to stabilize

the metrics of each evaluation. Based on the predictions

within each fold of the cross-validation cycles, confusion

matrices were determined to analyze the accuracies of the

models in predicting unseen data. The matrices were then

averaged over the validations and repetitions, leading to one

matrix for each model. The out-of-sample-based

McFadden’s pseudo-R2 was calculated for each cross-

validation to further assess the predictive power and poten-

tial overfitting of the full models on the datasets according

to

R2
M ¼ 1� Lest:out

Lnull
; (1)

where Lest:out denotes the log-likelihood as the sum of the

logarithm of the probabilities that each predicted

observation takes on its observed value within the cross-

validations and Lnull denotes the log-likelihood of the

corresponding model with only intercept. The out-of-

sample-based pseudo-R2 values were averaged over the

repetitions of each cross-validation. The coefficients of the

evaluated models were then examined to find the most

important features for all three datasets. The features for

each class of the general dataset are provided in Table II,

ranked by their absolute z-scored coefficient values, which

are calculated in relation to the neutral reference class.

C. Model interpretation

The final model, as presented in Table II, achieves an

averaged, out-of-sample-based McFadden’s pseudo-

R2¼ 0.262 and a mean accuracy of 62.6%, suggesting a

good fit. It becomes obvious that the MFCCs are the feature

group with the highest predictive power (number of

included features, N¼ 15), followed by (other) spectral cues

(e.g., the mean spectral centroid, N¼ 7), speed and percus-

sive features (e.g., speaking rate, N¼ 2), and pitch (N¼ 1).

To further enhance the interpretability of the model, we

computed the z-transformed top 25 features averaged across

all recordings for the three conditions (general dataset), as

shown in Fig. 1. It can be observed that, for instance, the

mean values of the MFCC 1 (mfcc_mean) are highest

under the credibility condition, followed by the neu-
tral and irony conditions. Since the MFCC 1 is an indi-

cator of the overall energy in an audio signal (Tracey et al.,
2023), it can be assumed that credible speech is, on average,

louder than neutral and ironic speech, whereby the latter

achieves the lowest energy values. Similar findings can be

observed for the minimum and maximum overall energy

(mfcc1_min, mfcc1_max), whereby credible speech

reaches similar, above-average values and whereby ironic

speech again obtains lower values.

As for the role of higher-order MFCCs, results show

substantial differences regarding, for example, the mean val-

ues of the MFCCs 2 and 3 (mfcc2_mean, mfcc3_mean).

As stated by Tracey et al. (2023), the MFCC 2 can be inter-

preted as a weighted ratio of low- to high-frequency energy

and the MFCC 3 can be regarded a measure of the weighted

ratio of low-mid and high-mid spectral components.

Accordingly, neutral speech is shown to have highest rela-

tive low-frequency content, whereas under both the cred-
ibility and irony conditions, speakers might tend to

increase the pitch and general spectral energy of their

speech towards higher-frequency ranges, leading to lower

MFCC 2 and 3 values. This is in line with the more straight-

forward interpretation of the averaged spectral centroid

(spectral_centroid_mean) and the averaged spectral

roll-off (spectral_roll-off_mean). The spectral cen-

troid can be described as the “gravity center” of an audio

signal’s spectral energy, and similarly, the spectral roll-off

is the cut-off frequency of a signal below which the domi-

nant spectral energy is located (Lerch, 2012). Both the mean

spectral centroid and the mean spectral roll-off achieve

TABLE II. Final multinomial logistic regression model (general dataset)

predicting credibility (CRD) and irony (IRO) compared to the

neutral condition. All 25 predictors are in descending order of impor-

tance of the CRD model based on the absolute value.

Feature CRD IRO

spectral_centroid_mean �1.213 �1.210

mfcc3_mean �1.041 �1.419

mfcc2_mean �0.959 �2.067

mfcc2_stdev 0.873 0.664

speaking_rate 0.421 0.880

onset_strength_mean 0.396 0.315

mfcc3_stdev �0.374 �0.274

mfcc8_mean �0.362 �0.781

mfcc12_mean �0.313 �0.678

(Intercept) 0.292 0.111

zero_crossing_rate_mean 0.291 0.203

mfcc4_stdev 0.262 0.496

spectral_roll-off_mean 0.261 0.262

pitch_mean �0.261 �1.077

mfcc1_mean �0.231 �0.905

spectral_bandwidth_stdev �0.230 �0.132

spectral_flatness_min 0.203 0.418

mfcc9_mean 0.190 �0.067

mfcc5_min �0.158 �0.577

mfcc1_max 0.148 �0.225

mfcc12_stdev �0.140 0.146

spectral_contrast_6_mean �0.136 �0.041

mfcc3_min 0.135 0.306

spectral_bandwidth_min 0.112 �0.067

mfcc7_mean �0.111 �0.324

mfcc1_min 0.013 �0.144
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highest values for ironic speech, followed by credible and

neutral speech. This finding suggests that, when speakers try

to convey irony, their speech contains more high-frequency

components than in credible and neutral speech. This might

be due to a generally higher pitch in terms of the fundamen-

tal frequency (f0) and first formants (f1 and f2), but also due

to a potential overemphasis of high-frequency consonants.

Regarding the role of pitch, the averaged pitch (pitch_-
mean, i.e., f0) indeed indicates higher values for ironic and

credible compared to neutral speech, but no substantial dif-

ference across ironic and credible speech. The hypothesis of

an overemphasis of high-frequency consonants, in contrast,

might be supported by similar differences in the averaged

zero-crossing rate (zero_crossing_rate_mean), indi-

cating rapid changes in amplitude as occurring in high-

frequency transient components, such as unvoiced conso-

nants (Bachu et al., 2010).

Finally, beyond timbral and pitch-related features, the

speaking rate was selected by the RFE algorithm as one of

the top 10 features. Here, our findings suggest that when

speakers aim to convey irony or credibility, they tend to

speak faster than under the neutral condition. However,

no major difference can be observed between credible and

ironic speech.

D. Gender and individual differences

We did not perform a gender-specific RFE in the first

place, since it led to a decrease in model accuracy (poten-

tially due to a loss to statistical power and small differences

in feature importance across genders). However, to clarify

potential gender differences regarding the effect size and

direction of the features selected for the overall dataset, we

computed the mean values of the top 25 features across

conditions separately for female and male speakers (see the

supplementary material). For this analysis, gender-diverse

speakers were removed from both subsets of the data, leav-

ing only female speakers or male speakers. It can be

observed that, for most of the features, the effects described

in Sec. III C are identical or highly similar across genders.

However, in few cases, slight differences could be detected:

for instance, in the case of the speaking rate, the SDs of

FIG. 1. Mean values of the top 25 features (z-scores) across recordings under the three conditions credibility (CRD), irony (IRO), and neutral
(NTR) (general dataset).
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MFCC 2 and MFCC 3, the mean values of MFCC 12, and

the SD of the spectral bandwidth. While an interpretation of

the MFCC 12 is not straight forward, the gender-specific

results indicate that women speak slightly faster under the

irony than under the credibility condition, whereas

no differences can be observed for men. In contrast, men

tend to speak with a higher pitch under the irony than

under the credibility condition, whereas women do not

show such a difference. To assess potential individual differ-

ences in the effect of the speech style on a specific acoustic

feature, we additionally built a linear mixed-effects model

for each of the 25 most relevant features included within the

RFE results, with the respective feature as dependent vari-

able, semantic dimensions as fixed effect, and the ID of indi-

viduals as a grouping variable, i.e., random effect, while

allowing random slopes for the fixed effect. We then calcu-

lated proportions of random slope variances (Goldstein

et al., 2002) as contributions to the total variance of the tar-

get variable to identify the magnitude of individual variabil-

ity in the effect. Results show comparatively small

proportions of variance, with means of 8.8% (min¼ 2.2%,

max¼ 22.8%, SD¼ 5.5%) for random slopes of credibility

and 14.8% (min¼ 3.8%, max¼ 33%, SD¼ 7.6%) for ran-

dom slopes of the irony dimension over all 25 features, indi-

cating that individual differences explain only a small

fraction of the total variability in the acoustic features. The

directions of these effects, however, are not consistent

between individuals and tend to be equally distributed, with

an average of 49% (min¼ 40%, max¼ 55.4%, SD¼ 4.9%)

of the individuals who show a positive effect of credible

speech and an average of 49.6% (min¼ 43.1%, max¼ 60%,

SD¼ 4.2%) who show a positive effect of ironic speech on

the acoustic features. Both the relatively small differences in

the effect of speech style on specific acoustic features

between individuals and the equally distributed directions of

effect support the need for a set of acoustic features and

their aggregate relationships to the target for the prediction

of semantic dimensions.

IV. CONCLUSION

Under the framework of language expectancy theory,

credibility is influenced by the degree to which expectations

are met. Irony, in contrast, often involves a counterattitudi-

nal statement that is not meant to be taken literally, with the

speaker intending for the recipient to recognize its non-

literal nature. Speakers convey these meanings through vari-

ous cues, including acoustic features. This study aimed to

explore the acoustic features that differentiate credible

speech from neutral and ironic speech. Previous studies

have emphasized the role of traditional acoustic features

like pitch, intensity, and speech rate in determining speech

credibility. This study extended these findings by incorpo-

rating a broader set of features, including MFCCs, and

employing methods from machine learning to select relevant

features for better interpretability and to increase the power

to predict unseen data to improve the generalization of our

findings. Moreover, while past research has often relied on

professional actors, potentially leading to exaggerated and

inauthentic speech styles, this study used amateur speakers

to ensure more ecologically valid results. The present work

can be expanded to enhance the ecological validity in a

number of ways, such as eliciting spontaneous speech that is

not scripted, bringing in an interlocutor as the receiver of

the speech (e.g., an experimenter or another participant act-

ing as the hiring manager), and incorporating a reward com-

ponent (e.g., additional financial compensation for how

highly the speech is rated to be credible).

The study has undercovered various acoustic character-

istics of credible speech (RQ1) and ironic speech (RQ2)

compared from neutral speech. Concerning the acoustic

characteristics of credible speech (RQ1), the list of the 25

most important features suggests that mel-frequency cepstral

coefficients (MFCCs), particularly the MFCC 1, showed a

strong predictive power for credible speech, suggesting that

credible speech generally tends to be of greater intensity

compared to neutral and ironic speech. This finding aligns

with previous research that associates higher energy levels

in speech with perceptions of credibility and trustworthiness

(Chen et al., 2020). One interpretation is that speech with

greater intensity conveys a higher level of confidence (Jiang

and Pell, 2017), a semantic dimension that is related to

credibility.

Concerning the acoustic characteristics of ironic speech

(RQ2), the findings suggest that it is characterized by a

higher spectral centroid and roll-off, indicating a greater

presence of high-frequency components. This observation is

in line with previous findings by Bryant (2010) and

Gonz�alez Fuente et al. (2016), who observed similar effects

for English and French. The increase in high-frequency con-

tent compared to neutral speech might be due to the use of a

generally higher pitch and overemphasis of certain conso-

nants conveying a sarcastic or mocking tone. This can be

verified in further research by examining the acoustics of

individual phones or by conducting an ablation study with

the classification models. These acoustic markers are essen-

tial for recognizing irony in speech, which often relies on

subtle vocal cues to convey a meaning that contrasts with

the literal words spoken.

Furthermore, compared to neutral speech (RQ1 and

RQ2), our findings suggest that both credible and ironic

speech tend to be faster. The finding of credible speech

being faster supports previous research by Zuckerman et al.
(1981) and Hartwig and Bond (2011), while the finding of

ironic speech tends to be faster contradicts the results of

many studies that observed ironic speech to be slower (or

longer) (Adachi, 1996; Anolli et al., 2000, 2002; Bryant,

2010; Gonz�alez Fuente et al., 2016; Laval and Bert-Erboul,

2005; Milosky and Ford, 1997; Rockwell, 2000; Scharrer

and Christmann, 2011). We, however, cannot offer a clear

explanation for the contrasting findings.

In addition, this study examined gender-specific differ-

ences in the acoustic features associated with credibility

(RQ3). It is noteworthy that most features showed similar
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effects across genders. These findings might be explained by

the fact that speakers mainly consisted of students in their

20’s, of which many might have politically liberal attitudes,

and thus no longer conformed to the antiquated expectation

that women should talk differently from men. However, some

differences were noted. For instance, women tended to speak

slightly faster under the irony condition compared to the cred-

ibility condition, whereas men showed no such difference.

Conversely, men spoke with a higher pitch under the irony

condition, a difference not observed in women. These find-

ings suggest that gender-specific vocal traits can influence the

perception and production of credible and ironic speech.

The study’s methodological strengths include the use of

a large set of acoustic features and a robust statistical model-

ing approach. Our post hoc analyses of individual differences

for each of the 25 most relevant acoustic features suggest that

the acoustic correlates of credibility and irony can be better

understood by considering the aggregate relationships of the

acoustic features, e.g., through the use of non-linear feature

selection algorithm. The inclusion of MFCCs and other spec-

tral features provides a nuanced understanding of the acoustic

properties that differentiate credible speech. The use of a cus-

tom corpus with amateur speakers enhances the ecological

validity of the findings. However, there are several limitations

to consider. The study did not account for visual cues, which

have been found to play a significant role in speech percep-

tion, particularly for irony (Kochetkova et al., 2022).

Additionally, the dataset was not balanced in terms of gender,

which could introduce biases in the results. Future research

should aim to include a more balanced sample and consider

multimodal data to provide a more holistic understanding of

speech credibility.

Future research should investigate the dynamic profiles

of acoustic features, such as changes in pitch and intensity

over time (Goupil et al., 2021), which could provide deeper

insights into the temporal aspects of credible speech. By

examining a broader set of languages, future research can

begin to evaluate the impact of cultural and linguistic differ-

ences on the perception of speech credibility, as these fac-

tors can influence vocal characteristics and listener

interpretations (Andrist et al., 2015; Castillo, 2011).

The findings of this study have practical implications

for various fields, including communication training, foren-

sic linguistics, and automated speech analysis.

Understanding the acoustic features that contribute to

speech credibility can help in training individuals to

improve their persuasive communication skills, for instance

as part of witness preparation training with criminal defend-

ants (Boccaccini et al., 2005). In forensic settings, these

insights can assist in evaluating the reliability of spoken tes-

timonies (Chapman, 1993; Gojkovich et al., 2019).

Moreover, automated systems for speech analysis can be

enhanced by incorporating the identified features to better

assess speech credibility in real-time applications, as dem-

onstrated in emotion analysis by Pfister and Robinson

(2011). Overall, this study contributes to the growing body

of knowledge on speech credibility by highlighting the

importance of specific acoustic features and offering new

avenues for research and application in various domains.

SUPPLEMENTARY MATERIAL

See the supplementary material for the mean values of

the top 25 features (z-scores) across recordings under the

three conditions credibility (CRD), irony (IRO), and neutral

(NTR) for the female dataset (SuppPub1.pdf) and the male

dataset (SuppPub2.pdf).
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